A Brief User’s Guide to Multidimensional Scaling on the TI‑83 Graphing Calculator

Introduction

Multidimensional scaling (MDS) is a collection of techniques for displaying high-dimensional statistical data as two-dimensional diagrams that are easier to visualize and understand than the original data. The diagrams look like ordinary plots of points in the X-Y plane, perhaps decorated with additional labels and axes.  Since the reduction in dimensions involves some loss of information, different techniques are required for different types of data in order to preserve the most important features of the data.  The common aspect of all MDS techniques is that distances between points in the high-dimensional space are preserved as much as possible.  Thus clusters of points in high-dimensions produce clusters of points in the plane.

This package contains programs for the following methods of multidimensional scaling:

1. Correspondence Analysis (CA)

Correspondence analysis is used to display contingency tables.  An example would be a table of counts of reported crimes in various cities for the past year.  The rows might correspond to cities (San Francisco, Los Angeles, etc.), while the columns would correspond to types of crimes (murder, burglary, etc.).  Correspondence analysis would then display each city as a point and each type of crime as a point.  Cities with similar crime profiles would cluster together, while crimes that tend to co-occur would also cluster.

2. Principal Components Analysis (PCA)

Principal components analysis is used to display data matrices.  An example would be a table of measurements (maximum speed, weight, etc.) for various automobiles (Toyota Tercel, Honda Civic, etc.).  The rows might correspond to automobiles and the columns to types of measurement.  Principal components analysis would then display each automobile as a point.  Automobiles with similar measurements would cluster together.  Each type of measurement would produce a different (oblique) axis on the diagram.  Reading this axis would allow you to estimate the measurement from the position of any point.

3. Multidimensional Scaling (MDS)

Multidimensional scaling, in its purest form, is used to display distance matrices.  An example would be a table of travel-times between cities.  Each row and each column of the table would correspond to a city.  Multidimensional scaling could then recreate a map containing the cities, solely from the table.  This map would look similar to the actual map of city locations, but would differ in interesting ways.  Cities connected by faster than average transportation corridors would appear closer together, while roadblocks would move cities apart.

Alternatively, MDS can be used to display similarity matrices. For example, a group of consumers might rate the similarity of each pair of brands chosen from the collection {Toyota, Honda, BMW, Chrysler, etc.}.  The average similarity ratings could be assembled into a table with each row and column corresponding to a brand.  Similar brands would then cluster together on the MDS-produced map.

4. Unfolding

Unfolding is used to display distances between points from two separate collections. For example, consider a competition in which a set of judges {Simon, Paula…} rates a set of contestants {Ruben, Fantasia…} on a scale of 1 to 10.  The ratings could be assembled into a table with judges on rows and contestants on columns.  Unfolding would then display each judge as a point and each contestant as a point.  The higher a judge rates a contestant, the closer the judge’s point would be to the contestant’s.  Judges who act similarly would cluster together.  Contestants judged similarly would also cluster. 

Alternatively, consumers might rate products {Sony TV, Samsung TV…} on multiple attributes {price, style, quality…}.  The average ratings could be assembled into a table with products on the rows and attributes on the columns.  Unfolding would display each product as a point and each attribute as a point.  Products rated highly on a particular attribute would appear close to that attribute.  Thus similar products would cluster together, as would similar attributes.

Unfolding can also be used to display relationships that may not be symmetric, such as desire between people and trade-flows between nations.  Each nation would appear as both a row and a column.  The table would contain the volume of exports from the row-nation to the column-nation.  Unfolding would produce a diagram in which each nation would appear as two points: importer and exporter.  Clusters would have the obvious interpretation, and the distance between a nation’s two points would reflect the imbalances in its trade.

5. Procrustes Analysis

Procrustes analysis tries to align one configuration of points in the plane to a second, without changing either’s shape.  This is done by rotating, magnifying, shrinking, moving, or mirror-reflecting the entire first configuration.  For example, consider the travel-time map produced by MDS.  We would like to display it on top of the actual physical location map in order to spot differences.  Procrustes analysis could combine the two maps and produce the desired display.

The remainder of this guide consists of worked examples for each of the above five techniques.  Each technique has its own program, plus a few supporting programs.  Knowledge of programming isn’t required, but a basic ability to use the calculator is assumed.  Refer to the calculator manual if you have any questions.

The biggest shortcoming of the TI-83 on statistical problems is its lack of memory.  The TI-83-Plus has a large flash-memory archive (ARC), so data and programs can be archived and moved to working memory (RAM) only when needed.  The TI-84 has more working memory than the TI-83 and TI-83-Plus, but is much more expensive.

Finally, some words of caution.  These programs have not been tested to commercial standards.  Error checking is non-existent and some unreliable numerical methods have been used.  So this package should only be used for educational and exploratory purposes.  Re-run any analysis through commercial-grade software before reaching any final conclusions.
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Correspondence Analysis (CA)

The following data (see [2] for details) comes from a 1987 study of wading birds in South Africa.  19 species of birds were observed at 15 wetland (W) and coastal (C) sites.

	Species


	Code

Name

1

Oyster Catcher

2

White Fronted Plover

3

Kitt Litz’s Plover

4

Three Banded Plover

5

Grey Plover

6

Ringed Plover

7

Bar Tailed Godwit

8

Whimbrel

9

Marsh sandpiper

10

Greenshank

11

Common Sandpiper

12

Turnstone

13

Knot

14

Sanderling

15

Little Stint

16

Curlew sandpiper

17

Ruff

18

Avocet

19

Black Winged Stilt



	
	Sites

Code

Name

A

Namibia North – C

B

Namibia North – W

C

Namibia South – C

D

Namibia South – W

E

Cape North – C

F

Cape North – W

G

Cape West – C

H

Cape West – W

I

Cape South – C

J

Cape South – W

K

Cape East – C

L

Cape East – W

M

Transkei – C

N

Natal – C

O

Natal – W




The following contingency table gives the number of birds counted during the summer for each species and site.

Counts of Birds of Various Species at Various Sites

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19

	A
	12
	2027
	0
	0
	2070
	39
	219
	153
	0
	15
	51
	8336
	2031
	14941
	19
	3566
	0
	5
	0

	B
	99
	2112
	9
	87
	3481
	470
	2063
	28
	17
	145
	31
	1515
	1917
	17321
	3378
	20164
	177
	1759
	53

	C
	197
	160
	0
	4
	126
	17
	1
	32
	0
	2
	9
	477
	1
	548
	13
	273
	0
	0
	0

	D
	0
	17
	0
	3
	50
	6
	4
	7
	0
	1
	2
	16
	0
	0
	3
	69
	1
	0
	0

	E
	77
	1948
	0
	19
	310
	1
	1
	64
	0
	22
	81
	2792
	221
	7422
	10
	4519
	12
	0
	0

	F
	19
	203
	48
	45
	20
	433
	0
	0
	11
	167
	12
	1
	0
	26
	1790
	2916
	473
	658
	55

	G
	1023
	2655
	0
	18
	320
	49
	8
	121
	9
	82
	48
	3411
	14
	9101
	43
	3230
	587
	10
	5

	H
	87
	745
	1447
	125
	4330
	789
	228
	529
	289
	904
	34
	1710
	7869
	2247
	4558
	40880
	7166
	1632
	498

	I
	788
	2174
	0
	19
	224
	178
	1
	423
	0
	195
	162
	2161
	25
	1784
	3
	1254
	0
	0
	0

	J
	82
	350
	760
	197
	858
	962
	10
	511
	251
	987
	191
	34
	87
	417
	4496
	15835
	5327
	1312
	1020

	K
	474
	930
	0
	10
	316
	161
	0
	90
	0
	39
	48
	1183
	166
	4626
	65
	127
	4
	0
	0

	L
	77
	249
	160
	136
	999
	645
	15
	851
	101
	723
	266
	495
	83
	1253
	1864
	4107
	1939
	623
	527

	M
	22
	144
	0
	4
	1
	1
	0
	10
	0
	2
	9
	125
	5
	411
	0
	3
	0
	0
	0

	N
	0
	791
	0
	0
	4
	38
	1
	56
	1
	30
	54
	95
	0
	1726
	0
	0
	0
	0
	0

	O
	0
	360
	128
	43
	364
	1628
	63
	287
	328
	641
	850
	83
	67
	48
	6499
	9094
	5647
	1333
	582


We can enter this contingency table into the TI-83 by using the built-in MATRX editor.  All of the programs in this package accept input from matrix [D] (for “data”).
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Readers with limited memory (or limited patience!) should practice on the smaller contingency table from the next section.  Now execute the correspondence analysis program CA, which will appear on the PRGM menu if you have downloaded the program into your calculator.
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On the TI-83, the program takes about 5 minutes to multiply matrices, followed by 2 minutes to calculate eigenvalues.  Since randomization is used, your results may differ.  In particular, your image may be rotated and/or mirror-reflected. The eigenvalue display shows that about 61% of the variation in the data is explained by the horizontal axis and about 16% is explained by the vertical.  So about 77% of the variation in the multidimensional data is captured in the two-dimensional plot.  The boxes represent the rows (Sites) and the pluses represent the columns (Species).  There are three obvious clusters, the top cluster being more diffuse. We now label the rows by invoking the LABEL program from the PRGM menu.
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The result is unreadable, with many overlapping labels.  Instead let’s zoom-in on the lower left cluster by moving the cursor to the middle of the cluster, selecting ZOOM IN from the TI-83’s ZOOM menu, and then pressing ENTER.  We now label the rows with letters and the columns with numbers.
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Reviewing the site list, we see that sites C, E, G, K, M, and N are all coastal (C) areas.    So this cluster refers to the coast.  To get back to the full display, use ZoomStat from the TI-83’s ZOOM menu, followed by ZSquare.  ZoomStat includes all the points, but scales the X- and Y-axes differently in order to produce the most pleasing effect.  ZSquare equalizes the scaling on the X- and Y-axes, which makes the plot easier to interpret.  Notice that all the labels are gone.  They are only “painted” onto the current display, so changing the display erases the labels.  Now zoom-in on the right cluster and relabel the rows and columns.
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All the sites correspond to wetlands (W).  To zoom-in on the top diffuse cluster, we can use the TI-83’s ZBox feature, which allows us to draw a box around an area and zoom to it (see the calculator manual for details).  After labeling points, we see that these sites correspond to wetlands.  For further interpretation of this example, see [2].

 Technical Notes

1. CA leaves the X-coordinates for the rows in list L1 and the Y-coordinates in L2.  The X- and Y-coordinates for the columns are placed in lists L3 and L4.  The eigenvalues are placed in the list EIGVL, and the eigenvectors in the matrix [E].  The matrices [A], [B], [C], [F] and [G] are all destroyed.  The program EIGEN is called by CA, and thus must be in working memory (RAM) for CA to function.

2. The rows and columns are displayed using Plot1 and Plot2 respectively, so the TI-83’s STAT PLOT menu can be used to shut-off one or the other to produce separate row and column displays.

3. The two axes are produced automatically by the TI-83.  To turn them on or off use the TI-83’s FORMAT menu. To adjust tick marks use the WINDOW menu.

4. Correspondence analysis analyzes dependencies in the contingency table, so if the data is a sample and there are no statistically significant dependencies the results may be useless.  The TI-83’s built-in Χ2-test for independence can be used prior to correspondence analysis to test for statistically significant dependencies.
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Correspondence Analysis Tools

The following contingency table (from [1]) shows investigated crimes in Norway for 1984, measured in thousands (only some regions and some types of crime are shown).

Investigated Crimes in Norway
	Part of Country
	Burglary
	Fraud
	Vandalism

	Oslo area
	395
	2456
	1758

	Mid Norway
	147
	153
	916

	North Norway
	694
	327
	1347


We can perform a correspondence analysis by entering the table into matrix [D] via the MATRX editor and then executing the CA program.
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Remember that your results may be rotated or mirror-reflected from the picture above.  A hand-mirror may be useful.  Since there are few points, let’s label them all with meaningful (?) alphabetic strings.  The LABEL program takes string row labels from the TI-83’s string variable Str1 and column labels from Str2.  These string variables can be found on the TI-83’s VARS String menu.
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Type the labels as a quoted string using alphabetic lock (A-LOCK).  Colons (:) should separate the labels.  The arrow (→) means “store into” and corresponds to the STO key.  Remember to select Str1 and Str2 from the VARS String menu; don’t try to spell them out.  Press ENTER and the TI-83 will store the string and retype it. Then execute the LABEL program.  The labels for Burglary and North Norway don’t appear in the plot because there is insufficient space on the screen.  We can make more space by moving the TI-83’s window slightly to the right. This can be done by zooming out, moving the cursor two ticks to the right, then zooming back in.
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 After relabeling we notice that fraud is associated with Oslo, burglary with the North, and vandalism with the Midlands (see [1] for more interpretation).

The program CATOOLS can be used to provide more information than the eigenvalue display about the columns, rows, and axes.  Executing CATOOLS and choosing the option of analyzing inertia spews out lists describing the contributions of axes to rows and columns (and vice versa).  CATOOLS places these lists in the TI-83’s STAT editor for easy viewing.  You can invoke this editor via the STAT menu.
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For details on interpreting these descriptive statistics, see [1] or [2].  Here is a synopsis. The lists beginning with R contain entries for each row (part of Norway).  The row masses give the proportions of the total number of crimes for each row.  We see that Oslo dominates, with the most crimes (56%). Row distance from the center-of-mass measures how unusual the row is.  Since Oslo dominates mass, the other areas look more unusual.  Next come the contributions of the rows to the two axes.  We see that the first axis (X) is most affected by Oslo (44%) and North Norway (42%), while the second axis (Y) is dominated by Mid Norway (70%).  The squared correlations show how well the axes describe the rows.  Oslo and North Norway are well represented on axis 1 (99.9% and 91%), while Mid Norway is represented on both axis 1 (59%) and axis 2 (41%).  Quality is the sum of the squared correlations.  The quality is perfect (100% of the inertia is represented in 2-dimensions), but any contingency table with 3 or fewer rows (or 3 or fewer columns) will be represented perfectly in two dimensions (see [2] for a proof).

Continuing to scroll the STAT editor to the right, we pick up the corresponding statistics for the columns (crimes).
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The interpretation of these is the same as for the rows.  Since the first axis (CCON1) is dominated by Fraud (61%), while the second axis (CCON2) is dominated by Burglary (63%), we might call the X-axis the Fraud axis and the Y-axis the Burglary axis.

Since the lists produced by the analysis of inertia take up precious memory space, it is wise to erase them when you are done.  CATOOLS can do this, and also restore the STAT editor to its pristine state.

It is sometimes useful to display supplementary rows or columns that aren’t part of the correspondence analysis.  Two possible reasons for not including them in the original analysis are:

(1) They are outliers, and if included would dramatically affect the results.

(2) They are different in nature from the data in the contingency table.

For example, the national crime counts (in thousands) for all of Norway during the period studied were: Burglary 4,558, Fraud 5,129, and Vandalism 10,842. We can use CATOOLS to add this supplementary point to the display.
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Since rows are so short, we can type the numbers directly into the program.  For longer rows it would be wiser to enter the numbers into a list beforehand, and simply provide the program with the name of the list.  The supplementary point appears as a dot.  The LABEL program takes string labels for supplementary points from the string Str3.  Painting all the labels yields
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Technical Notes

1. You can plot multiple supplementary points by remaining in the CATOOLS program and repeatedly selecting ROW or COLUMN from the SUPPLEMENTARY menu.  Re-executing CATOOLS wipes-out all the previously created supplementary points.

2. Supplementary points produce analysis-of-inertia lists SCOR1, SCOR2, SDIST and SQUAL.  You can add them manually to the end of the STAT editor display.

3. X- and Y-coordinates for supplementary points are stored in lists L5 and L6.  They are displayed using Plot3.

References

[1]  Clausen, S-E. (1998) Applied Correspondence Analysis. Sage University Papers Series on Quantitative Applications in the Social Sciences, 07-121. Thousand Oaks, CA: Sage

[2]  Greenacre, M.J. (1984) Theory and Applications of Correspondence Analysis. New York: Academic Press
Principal Components Analysis (PCA)

The following table (from [1]) shows the values of four variables for 21 types of fighter aircraft.  The aircraft are listed in order of date of manufacture.
	Measurements of Fighter Aircraft

Aircraft

SPR

RGF

PLF

SLF

A

FH-1

1.468

3.30

0.166

0.10

B

FJ-1

1.605

3.64

0.154

0.10

C

F-86A

2.168

4.87

0.177

2.90

D

F9F-2

2.054

4.72

0.275

1.10

E

F-94A

2.467

4.11

0.298

1.00

F

F3D-1

1.294

3.75

0.150

0.90

G

F-89A

2.183

3.97

0.000

2.40

H

XF10F-1

2.426

4.65

0.117

1.80

I

F9F-6

2.607

3.84

0.155

2.30

J

F100-A

4.567

4.92

0.138

3.20

K

F4D-1

4.588

3.82

0.249

3.50

L

F11F-1

3.618

4.32

0.143

2.80

M

F-101A

5.855

4.53

0.172

2.50

N

F3H-2

2.898

4.48

0.178

3.00

O

F102-A

3.880

5.39

0.101

3.00

P

F-8A

0.455

4.99

0.008

2.64

Q

F-104A

8.088

4.50

0.251

2.70

R

F-105B

6.502

5.20

0.366

2.90

S

YF-107A

6.081

5.65

0.106

2.90

T

F-106A

7.105

5.40

0.089

3.20

U

F-4B

8.548

4.20

0.222

2.90


	
	Variables
SPR

Specific power (power per unit weight)

RGF

Flight range factor

PLF

Payload as a fraction of aircraft gross weight

SLF

Sustained load factor




We will display this data matrix as a two-dimensional plot using principal components analysis.  Enter the data into matrix [D] by using the TI-83’s MATRX editor.  All of the programs in this package take their matrix input from [D] (for “data”).  Now execute the PCA program.  It will be on the PRGM menu if you have downloaded it into your calculator.
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CORRELATION produces a display which is independent of the units of measurement (scale) of the variables. COVARIANCE produces a display which depends upon the measurement units.  In this example different variables appear to have different scales, so we would be inclined to choose correlation, but following [1] we will choose covariance.  The eigenvalue display shows that roughly 86% of the variation in the data is explained by the first (X) axis, while about 11% of the variation is explained by the second (Y) axis.  So about 97% of the variation in the multidimensional data is represented in the two-dimensional plot.  Your plot may be rotated or mirror-reflected from the picture above, due to randomization in the program.  A hand-mirror may be useful.
We see that most of the points fall along a line stretching from the upper left to the lower right, with a cluster of points hanging off the line to the left.  Now QUIT the graph and CLEAR the screen.  We would like to add an axis for the first variable, specific power (SPR), so execute the AXIS program.

	[image: image40.png]g o
FUNCTION




	
	[image: image41.png]



	
	[image: image42.png]





Choose VARIABLE, and specify column 1.  The resulting plot shows that most of the aircraft are arrayed along the SPR axis.  Motion parallel to the axis from left to right means increasing specific power.  If we quit the graph, we see that the SPR axis in two-dimensions is able to capture almost 100% of the variation of the SPR variable (R2 = .99999), so specific power is well-represented in the two-dimensional plot.
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Display the remaining variables by executing AXIS for each column in turn. RGF is moderately well-represented (57%), PLF is poorly represented (24%), and SLF is well-represented (96%).  The SLF axis falls almost on top of the RGF axis.  The axes are “painted” on the display, so they accumulate.  Changing the display window by zooming will erase the axes.  We can add labels for the axes by using the TI-83 TEXT command on the DRAW menu.  This command puts the TI-83 in text mode, where typed characters are placed on the graph at the cursor’s position.  The blue symbol above 0 prints as blank, useful for erasing.  Type CLEAR to leave text mode.
We can use the LABEL program to automatically paint labels for the points.
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Choose DATA POINTS from the first menu and LETTERS from the second.  The letters are plotted in alphabetical order, producing an unreadable mess.  Notice, however, that the labels are written roughly from left to right.  Since the order of rows corresponds to date of manufacture, this suggests that newer aircraft have increasing specific power (SPR).
We can obtain a clearer display by zooming-in.  Let’s examine in detail the cluster hanging off the main left-to-right sequence.
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We can use the TI-83’s ZBox command on the ZOOM menu to draw a box around a region and zoom to it.  See the calculator manual for details.  ZBox scales the X and Y axes differently, which complicates interpretation of the diagram.  This can be remedied by executing ZSquare after ZBox.  ZSquare equalizes the horizontal and vertical scaling without losing points.  The final diagram above shows the result.
Now use the LABEL program to label the points and the AXES program to draw new axes.
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Point A (FH-1) is so close to point B (FJ-1) that we suspect the two aircraft are simply variant models.  Similarly for H (XF10F-1) and I (F9F-6).  For the most part, the letters in this cluster come from the start of the alphabet, signifying older aircraft.  For more interpretation, see [1].  To return to the full display of all the points, use ZoomStat followed by ZSquare; both are on the TI-83’s ZOOM menu.
Technical Notes

1. PCA leaves the X-coordinates for the points in list L1 and the Y-coordinates in L2.   The eigenvalues are placed in the list EIGVL, and the eigenvectors in the matrix [E].  The matrices [A], [B], [C], [F] and [G] are all destroyed.  The program EIGEN is called by PCA, and thus must be in working memory (RAM) for PCA to function.

2. The TI-83 can automatically plot X-Y axes corresponding to the principal axes.  If you want these, turn them on or off via the TI-83’s FORMAT menu.  Specify tick marks using the WINDOW menu.
References
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Multidimensional Scaling (MDS)

The following data comes from a 1955 study of emotion [3].  168 subjects were shown a list of 23 words selected to represent a wide variety of emotional states.  The subjects rated the similarity of each pair of words (253 pairs) drawn from the list on a scale of 0 (not at all similar) to 4 (identical).  The ratings from all the subjects were then averaged and scaled, resulting in a combined similarity rating for each pair of words.  The combined similarity ratings range from 0 (least similar) to 1 (most similar). I have taken the first 14 words (readers with more patience should analyze all 23 words!) and have converted their combined similarities to distances, or dissimilarities, by subtracting each similarity from 1.  We get the following tables.
Emotional Words

	1
	2
	3
	4
	5
	6
	7

	disgust
	desire
	angry
	frightened
	desperate
	glad
	rancorous


	8
	9
	10
	11
	12
	13
	14

	irritated
	affectionate
	animated
	happy
	longing
	gay
	depressed


Dissimilarities (Distances) Between Words

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14

	1
	0
	.96
	.74
	.84
	.9.
	1
	.39
	.76
	1
	.98
	1
	.99
	1
	.89

	2
	.96
	0
	.98
	.98
	.9
	.9
	.91
	.9
	.76.
	.9
	.9
	.45
	.95
	.94

	3
	.74
	.98
	0
	.85
	.81
	1
	.63
	.45
	.99
	.94
	1
	.97
	1
	.8

	4
	.84
	.98
	.85
	0
	.69
	1
	.91
	.84
	.99
	.96
	1
	.98
	1
	.86

	5
	.9
	.9
	.81
	.69
	0
	1
	.87
	.77
	.97
	.97
	1
	.85
	.99
	.51

	6
	1
	.9
	1
	1
	1
	0
	.99
	.99
	.66
	.57
	.3
	.89
	.16
	1

	7
	.39
	.91
	.63
	.91
	.87
	.99
	0
	.73
	.99
	.97
	1
	.97
	1
	.89

	8
	.76
	.9
	.45
	.84
	.77
	.99
	.73
	0
	.99
	.92
	.99
	.93
	.99
	.75

	9
	1
	.76
	.99
	.99
	.97
	.66
	.99
	.99
	0
	.9
	.5
	.74
	.81
	.97

	10
	.98
	.9
	.94
	.96
	.97
	.57
	.97
	.92
	.9
	0
	.79
	.95
	.43
	1

	11
	1
	.9
	1
	1
	1
	.3
	1
	.99
	.5
	.79
	0
	.84
	.55
	.99

	12
	.99
	.45
	.97
	.98
	.85
	.89
	.97
	.93
	.74
	.95
	.84
	0
	.96
	.81

	13
	1
	.95
	1
	1
	.99
	.16
	1
	.99
	.81
	.43
	.55
	.96
	0
	.99

	14
	.89
	.94
	.8
	.86
	.51
	1
	.89
	.75
	.97
	1
	.99
	.81
	.99
	0


We would like to display this data using multidimensional scaling.  Enter the dissimilarity matrix into matrix [D] on the TI-83 calculator by using the MATRX editor.

All of the programs in this package accept their matrix input from [D] (for “data”).

	[image: image56.png]MATELALUT

121




	
	[image: image57.png]oI+ D1 T=101




	
	[image: image58.png]





We can save some typing by observing that the matrix is symmetric (
[image: image59.wmf]ji

ij

d

d

=

), so only enter those matrix elements above the diagonal.  Now add the matrix [D] to its transpose, replacing [D] with the result.  The transpose operator (T) is on the MATRX MATH menu, while the “store into” operator (→) is the STO key.  Now execute the MDS program.  It will appear on the PRGM menu if you have downloaded it into your calculator.
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The eigenvalue display indicates that at most 34% of the variation in the data is explained by the X-axis, while at most 18% is explained by the Y-axis.  Your graph may be a rotated or mirror-reflected version of the graph shown above, due to randomization by the program.  A hand-mirror may be useful.  It is instructive, for this example, to include horizontal and vertical axes.  The TI-83 will generate these automatically if you select AxesOn from the FORMAT menu.  Now execute the LABEL program to automatically label the points with numbers.
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Select DATA POINTS from the first menu and NUMBERS from the second.  The topmost cluster consists of the words longing (12) and desire (2).  The word affectionate (9) stands alone.  The other three clusters are too congested to read.  We can zoom-in on the bottom-left cluster by using the TI-83’s ZBox command on the ZOOM menu.
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See the calculator manual for how to use ZBox.  Next use the LABEL program to paint labels for the points.  We see that this cluster contains the words frightened (4), irritated (8), angry (3), rancorous (7), and disgust (1).  Return to the full display of all of the points by selecting ZoomStat from the TI-83’s ZOOM menu.
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  Notice that the labels have vanished.  The LABEL program “paints” the labels on the current display, so changing the viewing window by zooming erases the labels.  Now zoom-in on the top-left cluster and execute LABEL, yielding the words depressed (14) and desperate (5).  The bottom-right cluster yields the words happy (11), glad (6), animated (10), and gay (13).
Returning to the full display via ZoomStat, we can use the TI-83’s Text command on its DRAW menu to manually label each cluster with a letter (see the calculator manual for details). 
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	Cluster

Words

A

Frightened, irritated, angry, rancorous, disgust

B

Depressed, desperate

C

Longing, desire

D

Affectionate

E

Happy, glad, animated, gay




We can tentatively interpret the two axes.  The X-axis shows positive or pleasurable emotions to the right and negative or unpleasurable emotions to the left.  The Y-axis shows passive emotions to the top and active emotions to the bottom.
Technical Notes

1. MDS leaves the X-coordinates for the points in list L1 and the Y-coordinates in L2.   The eigenvalues are placed in the list EIGVL, and the eigenvectors in the matrix [E].  The matrices [A], [B], [C], [F] and [G] are all destroyed.  The program EIGEN is called by MDS, and thus must be in working memory (RAM) for MDS to function.

2. Negative eigenvalues in the data or arising from round-off errors aren’t handled correctly.  In particular, the percentages in the eigenvalue display may add to more than 100%.

3. The MDS program implements classical scaling, sometimes called metric MDS.  Non-metric or ordinal MDS is sometimes preferred, particularly in psychology [1, 2].  Non-metric MDS tries to preserve just the rank-order of distances, rather than the numerical distances themselves, when constructing the two-dimensional display.  You can obtain a cheap approximation to non-metric MDS by transforming the distance matrix [D] to ranks prior to executing the MDS program (see [4]).  The program RANKM, included in this package, performs the desired transformation.
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Unfolding

The following data comes from a study of attitudes toward nations in 1970 [4].  Of course, the international situation has changed considerably since then.  26 college students were asked to rate 10 nations on 10 attributes.  The ratings were averaged and scaled, producing combined ratings for each nation ranging from -1 (lowest) to +1 (highest).  I converted each number into a distance by subtracting it from 1.  Nations are then “close” to the attributes on which they are highly rated.
	Distances of Nations from Attributes

Country

1

2

3

4

5

6

7

8

9

10

France

.86

1.16
.94
.75
.64
1.06
.86
.95
.95
.92
England

1.22
1.14
1.02
.72
.76
1.26
1.18
.9
1.16
.94
Canada

1.43
1.28
.74
.89
1.18
1.25
1.41
.81
.78
.77
China

.49
.72
1.62
.91
1.6
.52
.69
1.22
1.63
1.13
U.S.A.

.55
1.24
.6
.59
.73
1.04
.48
1.12
.59
.62
U.S.S.R.

.57
.64
1.44
.79
.96
.5
.6
1.01
.84
.77
Egypt

.63
1.14
1.36
.94
1.52
.76
.91
1.4
1.54
1.36
Sweden

1.57
.86
1.1
.8
.89
1.46
1.62
.63
.77
.81
S.Africa

1.15
1.25
1.2
1.03
1.46
.62
1.43
1.72
.67
1.11
Israel

.69
.76
.98
.46
1.17
1.05
1.22
.95
.84
.61

	
	Attributes

Code

Attribute

1

Militarism
2

Collectivism
3

Competitiveness
4

Nationalism
5

Aestheticism
6

Authoritarianism
7

Interventionism
8

Egalitarianism
9

Wealth
10

Resourcefulness



We would like to display the nations and attributes via unfolding.  Use the TI-83’s MATRX editor to enter the table of distances into matrix [D].  Then execute the program UNFOLD, which will appear on the TI-83’s PRGM menu if you have downloaded the program into your calculator.
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The UNFOLD program is the slowest in the package, and also the most finicky.  It starts with a configuration of points in the plane (some randomization is involved here) and then repeatedly tries to improve the fit to the data by moving points.  SSTRESS (“squared stress”) measures the error in fit, and this is steadily reduced.  The current configuration is displayed after every iteration, along with the current value of SSTRESS.  The process can take about 9 minutes on the TI-83, but you can stop the program early and settle for the current configuration by pressing the ON key.
In addition to the usual difficulties with rotated or reflected results (see previous programs), the UNFOLD program can converge to local optima.  Consider a mountain range.  Each peak is a local optimum (for height), but there is a unique highest peak, and it is the global optimum (highest point).  In particular, your result should look something like one of the two pictures above (rotated or reflected, of course!).  The first picture fits the data better, since its SSTRESS is lower.  Try rerunning the program if you get the second pattern.  Each pattern shows up about half the time.

The boxes in the graph represent the rows (nations) and the pluses represent the columns (attributes).  We can label the points with the LABEL program.
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The LABEL program takes row labels from the TI-83’s string variable Str1.  All the string variables can be found on the TI-83’s VARS String menu.  Type the labels as a quoted string using alphabetic lock (A-LOCK).  Colons (:) should separate the labels.  The arrow (→) means “store into” and corresponds to the STO key.  Remember to select Str1 from the VARS String menu; don’t try to spell it out.  Press ENTER and the TI-83 will store the string and retype it. Then execute the LABEL program.  Select ROWS on the first menu and STRINGS on the second.  The picture above shows the result.  The LABEL program can generate numeric labels for the attributes automatically.
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Re-execute the program, selecting COLUMNS on the first menu and NUMBERS on the second.  The labels are “painted” onto the display, so they accumulate.  We can get a better view of the congested cluster containing Israel (IS) and South Africa (SA) by zooming-in.
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Use the ZBox command on the TI-83’s ZOOM menu to draw a box around the area of interest and zoom to the box.  See the calculator manual for details.  After zooming, execute the LABEL program to paint new labels.  We see that the cluster contains Israel, France, the United States, and South Africa to the right.  We can return to the full display of all the points by selecting ZoomStat from the ZOOM menu.
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Changing the display erases the painted labels, so we re-execute LABEL to repaint the labels.  We see that the right-most labels aren’t printed, due to insufficient space on the display.  We can move the display window slightly to the right by using the TI-83’s Zoom Out (see the calculator manual), moving the cursor one step to the right, and then using Zoom In to get back.  Relabeling yields the final picture.

Technical Notes
1. UNFOLD leaves the X-coordinates for the rows in list L1 and the Y-coordinates in L2.  The X- and Y-coordinates for the columns are placed in lists L3 and L4.  The matrices [A], [B], [C], [E], [F] and [G] are all destroyed.  The program EIGEN is called by UNFOLD, and thus must be in working memory (RAM) for UNFOLD to function.

2. The rows and columns are displayed using Plot1 and Plot2 respectively, so the TI-83’s STAT PLOT menu can be used to shut-off one or the other to produce separate row and column displays.

3. The two axes are produced automatically by the TI-83.  To turn them on or off use the TI-83’s FORMAT menu. To adjust tick marks use the WINDOW menu.

4. The UNFOLD program implements metric unfolding by using the Greenacre-Browne algorithm [2, 3] without Aitken-Ramsay acceleration [4].  For non-metric unfolding, see [1].
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Procrustes Analysis

The following data come from a 1969 study [3, 5] of the geographical distribution of earwigs (Dermaptera), a type of insect.  Only “stay at home” species were studied; traveling species were avoided.  The presence or absence of each genus of earwig was recorded for eight areas of the world.  Areas were considered more similar if their collections of earwig genera matched more closely.  The Yule Q statistic was used (see [1], pg. 11).  This statistic is similar to the familiar correlation coefficient r, but is used for binary (presence/absence) data.  A Q of 1 means the collections of genera perfectly match, -1 means they are disjoint, and 0 is what would be expected if the genera were allocated randomly.  I have converted these similarities to distances by subtracting the Q’s from 1.
Earwig-Distances Between Land Masses
	
	EA
	AFR
	MAD
	OR
	AUS
	NZ
	SA
	NA

	Eurasia (EA)
	0
	.7
	.86
	.77
	.7
	1.04
	.98
	1.09

	Africa (AFR)
	.7
	0
	.5
	.5
	.6
	.96
	.91
	1.06

	Madagascar (MAD)
	.86
	.5
	0
	.46
	.5
	.89
	.86
	.95

	Orient (OR)
	.77
	.5
	.46
	0
	.39
	.97
	1.16
	1.16

	Australia (AUS)
	.7
	.6
	.5
	.39
	0
	.85
	.89
	.97

	New Zealand (NZ)
	1.04
	.96
	.89
	.97
	.85
	0
	.86
	1.06

	South America (SA)
	.98
	.91
	.86
	1.16
	.89
	.86
	0
	.64

	North America (NA)
	1.09
	1.06
	.95
	1.16
	.97
	1.06
	.64
	0


“Orient” refers to South Asia (India, Indonesia, etc.).  We can use MDS to display this data, so enter the table into matrix [D] using the MATRX editor.  Note that the matrix is symmetric, so the transpose-trick (see the section on MDS) can be used to save some typing.  Executing MDS yields the following results.
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The LABEL program has been used to label the points with their codes.  We can get a better look at the Eurasian cluster by zooming-in and relabeling.
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An unusual aspect of the full picture is that South America is closer to Eurasia than North America.  This does not accord with migration across the Bering Strait.  Furthermore, Australia is adjacent to Madagascar!  Following [3], we can construct a simplified distance matrix for the areas (as they are now) by counting “steps”.  For example, we can get from Eurasia to South America in two steps by crossing from Eurasia to North America (step one) and then from North America to South America (step two).

Current Step-Distances Between Land Masses

	
	EA
	AFR
	MAD
	OR
	AUS
	NZ
	SA
	NA

	Eurasia (EA)
	0
	1
	2
	1
	2
	3
	2
	1

	Africa (AFR)
	1
	0
	1
	2
	3
	4
	3
	2

	Madagascar (MAD)
	2
	1
	0
	3
	4
	5
	4
	3

	Orient (OR)
	1
	2
	3
	0
	1
	2
	3
	2

	Australia (AUS)
	2
	3
	4
	1
	0
	1
	4
	3

	New Zealand (NZ)
	3
	4
	5
	2
	1
	0
	5
	4

	South America (SA)
	2
	3
	4
	3
	4
	5
	0
	1

	North America (NA)
	1
	2
	3
	2
	3
	4
	1
	0


Before running MDS on the above table, copy the X-Y coordinates for the earwig display from L1 and L2 to L3 and L4 for safe-keeping.
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We can now use Procrustes Analysis to combine the earwig points with the current step-distance points.  The PROCRUST program will rotate, move, and mirror-reflect the configuration of points in L3, L4 to best match the corresponding points in L1, L2.  PROCRUST will be on the TI-83’s PRGM menu if you have downloaded it into your calculator.
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The rotated points (earwigs) appear as pluses, while the fixed points (current distances) appear as boxes.  The statistic R2 measures the lack of fit, with 0 being a perfect fit and bigger numbers meaning a worse fit (see [1, 4]).  Before labeling the points, we can use the LINK program to draw line segments between the corresponding rotated and fixed points.  Now label the points using the LABEL program.  Since we have used LINK, we only need to label one of the point sets.  The fixed points (boxes) have been chosen above.  LABEL uses labels from Str1 for the FIXED points and labels from Str3 for the ROTATED points.
It turns out that a better fit can be obtained if we don’t use the current positions of the land masses, but instead use their positions before the split-up of the supercontinent Gondwanaland 200 million years ago.  This suggests that the earwig diaspora began before the breakup of Gondwanaland.  I have estimated step-distances from the Gondwanaland reconstruction in [2] (the step-distances in [3] use an earlier reconstruction).
Gondwanaland Step-Distances Between Land Masses

	
	EA
	AFR
	MAD
	OR
	AUS
	NZ
	SA
	NA

	Eurasia (EA)
	0
	1
	2
	1
	2
	3
	2
	1

	Africa (AFR)
	1
	0
	1
	1
	2
	3
	1
	2

	Madagascar (MAD)
	2
	1
	0
	1
	2
	2
	2
	3

	Orient (OR)
	1
	1
	1
	0
	1
	2
	2
	2

	Australia (AUS)
	2
	2
	2
	1
	0
	1
	2
	3

	New Zealand (NZ)
	3
	3
	2
	2
	1
	0
	2
	3

	South America (SA)
	2
	1
	2
	2
	2
	2
	0
	1

	North America (NA)
	1
	2
	3
	2
	3
	3
	1
	0


Now enter the table into matrix [D] using the TI-83’s MATRX editor and then execute MDS.
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This doesn’t quite match the map of Gondwanaland (Antarctica is missing), but lacking earwig data for Antarctica we will continue.  We now execute PROCRUST (the earwig points are still in L3, L4) followed by LINK and LABEL.
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The R2 statistic is .2805, a much better fit than the current continental positions (R2  =  .5457).  This is also much better than the earlier reconstruction used in [3] (R2  =  .4435).
We can get a better look at the bottom cluster by zooming-in.
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The picture suggests that further adjustments should be made, but this brief guide has come to its end.

Technical Notes

1. PROCRUST puts the X-Y coordinates for the rotated configuration into L5, L6 and displays these using Plot3.  The matrices [A], [B], [C], [E], [F], and [G] are all destroyed.
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